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A    Event

CS TWG Update
A Lot Has Been Accomplished in 2021/2022

Presented by the Co-Chairs of the CS TWG
Jason Molgaard – SNIA TC Member

Principal Engineer, Storage Architecture and Strategy, AMD
Scott Shadley – SNIA BoD Member

Director of Strategic Planning, Solidigm Technology
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Agenda

Updates on the TWG Membership

Updates on the TWG Work Efforts

Status of the Architecture

Status of the SW API

What is Next?
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The Continued Growth of Experience
 TWG Working group is continuing to see growth 
 52 companies, 265 individual members 

Work within SNIA Efforts
 CS SIG – Webinars, Blogs, Events
 SDXI – New Sub-Group Collaboration
 Security TWG – Ensuring Alignment
 xPU Engagements

Collaborating with External Groups
 NVM Express – Computational Programs
 Exploration with OCP, SODA, others
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The Efforts to Get Information Out is Continuing
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Current Progress of TWG Output
Architectural Document has been Released
 V 1.0 Is Now Live!

V 0.8 of API Document is also live
 Customer interface and support

Security has now been incorporated
 In Collaboration with Security TWG
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Computational Storage Architecture
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A Deeper Dive of the CSx Resources

CSR - Computational Storage Resources are the resources available in a 
CSx necessary for that CSx to store and execute a CSF. 

CSE - Computational Storage Engine is a CSR that is able to be 
programmed to provide one or more specific operation(s).

CSEE - A Computational Storage Engine Environment is an operating 
environment space for the CSE. 

CSF - A Computational Storage Function is a set of specific operations that 
may be configured and executed by a CSE in a CSEE.

FDM - Function Data Memory is device memory that is available for CSFs 
to use for data that is used or generated as part of the operation of the 
CSF.

AFDM - Allocated Function Data Memory is a portion of FDM that is 
allocated for one or more specific instances of a CSF operation.
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Direct Usage Model – Example 

1. The host sends a command to invoke 
the CSF

2. The CSE performs the requested 
computation on data that is in AFDM 
and places the result, if any, into AFDM

3. The CSE returns a response to the host.
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Indirect Usage Model – Example 

1. The host configures the CSD to associate a specific 
CSF with reads that have specific characteristics

2. The host sends a storage request to a Storage 
Controller where: 

1. That storage request is associated with that target CSF
2. The storage controller determines what CSF is associated with 

the storage request

3. The Storage Controller moves data from storage into 
the FDM

4. The Storage Controller instructs the CSE to perform the 
indicated computation on the data in the FDM

5. The CSE performs the computation on the data and 
places the result, if any, into the FDM

6. The Storage Controller returns the computation results, 
if any, from the FDM to the host.
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Security Discussed Within Architecture (4.4)

4.4.1 General Security requirements for computational storage vary significantly 
As such, security is presented as considerations that may be used to help determine the security that is 
appropriate to the risks. Some of the considerations are written such that specific requirements are 
identified for certain elements of security

4.4.2 Privileged Access and Operations
4.4.3 CSx Security Considerations

4.4.3.1 CSx Sanitization
4.4.3.2 CSx Data at-rest Encryption
4.4.3.3 CSx Key Management
4.4.3.4 CSx Storage Sanitization
4.4.3.5 CSx Roots of Trust (RoT)
4.4.3.6 CSx Software Security
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The API - What Has Been Going On?
In this example, the CSD provides decrypt function capability and 
does not expose FDM to the host. The steps below depict the 
individual items in the Figure for a CSD. 

1. Host application allocates FDM input and output buffers 
for processing in CSx.

2. Data is next initiated to load from the storage device into 
input AFDM.

3. Data is loaded from the storage device into the AFDM by 
P2P transfer.

4. The decryption CSF is invoked to work on data in the 
AFDM.

5. The CSF posts the output data into the output AFDM 
buffer and notifies the application that the decryption is 
complete.

6. The output results are copied from the output AFDM to 
host memory.
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Moving Beyond Architecture

Security and Computational Storage
 Moving beyond single host usage

 Illustrative Examples Growth
 More and more ways to deploy

CS and SDXI Collaboration
 Ensuring proper cross-platform support

 xPU – The coordination of Compute
 CSP or xPU and how they align
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NVMe Computational Storage Task Group

https://www.snia.org/member_com/join-SNIA
https://nvmexpress.org/join-nvme/
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A             Event

Thank You! 
Feel free to reach out to the chairs:
computationaltwg-chair@snia.org

mailto:computationaltwg-chair@snia.org
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Please take a moment to rate this session. 
Your feedback is important to us. 
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