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Family MAP : 3.59B

Globally, there are more than 3.59B people using Facebook, WhatsApp, Instagram or 
Messenger each month.

Source: Meta Platforms Inc. Q4 2021

*MAP - Monthly Active People



Flash Failure Debug Overview



Data Collection for Flash Reliability 

Periodic Collection - At Scale
(Automated) 

Non- Periodic – Individual Drive
(Manual)

SMART Attributes

DMESG Logs
Telemetry Logs Drive Event Logs

SMART Cloud Health Log (0xCO)

(Based on NVMe Cloud SSD V1.0)

• Nand Statistics
• PCIe Statistics
• Health Statistics

Vendor & model independent logs can be 
captured efficiently by automation

More Drives = Requires More Resources

Latency Monitoring Log
(based on OCP NVMe Cloud SSD 

V2.0)



Hardware Remediation @ Scale

Daemon

MachineChecker

Alert 

Manager

Run periodically 
and collect output

Create alert if a 
server check fails

Failure Detection – MachineChecker
• Runs hardware checks periodically
• Host ping, memory, CPU, NIC, dmesg, 

S.M.A.R.T., power supply, SEL, etc.

On the machine Off the machine



Hardware Remediation @ Scale

Daemon

MachineChecker

Alert 

Manager

Run periodically 
and collect output

Create alert if a 
server check fails

Failure Detection – MachineChecker

Failure Digestion – FBAR
• Facebook Auto Remediation
• Picks up hardware failures, process logged 

information, and execute custom-made 
remediation accordingly

FBAR

On the machine Off the machine



Hardware Remediation @ Scale

Daemon

MachineChecker

Alert 

Manager

run periodically 
and collect output

create alert if a 
server check fails

Failure Detection – MachineChecker

Failure Digestion – FBAR

Low-Level Software Fix – Cyborg
• Handles low-level software fixes such as 

firmware update and reimaging
FBAR

Cyborg

On the machine Off the machine



Hardware Remediation @ Scale

Daemon

MachineChecker

Alert 

Manager

run periodically 
and collect output

create alert if a 
server check fails

Failure Detection – MachineChecker

Failure Digestion – FBAR

Low-Level Software Fix – Cyborg

Manual Fix – Repair Ticketing
• Creates repair tickets for DC technicians to 

swap SSD
• Provides detailed logs throughout the auto-

remediation
• Logs repair actions for further analysis

FBAR

Cyborg

Repair 

Ticketing



Failure Types - Examples

I/O Stalls
Bandwidth 
Reduction

Data Corruption
Capacity 
Disabled

Application 
Level

Endurance SMART
Fleet 

Monitoring
Read and Write 

Errors
Protocol Errors
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Debug Challenges



2.5inch 
SATA

PCIe/NVMe Add in Card

E1.S SSD

Streams
ZNS

Evolution of flash drives into complex storage system



Telemetry and SMART can help debug all problems....

But can they????



• ‘SMART’ is not that Smart! 

• SMART attributes are not enough to help hyperscalers to debug SSD 

problems

• Barely provides any insight into the internal condition of the drive

• Telemetry Challenges 

• Current model of telemetry log collection does not work at Scale 

• Hyperscalers left in dark while vendors debug/root cause

• Long turnaround time for first level debug

Debug Challenges – Telemetry Is Overrated

Need more human readable logs for at scale debug



Debugging flash Issues in hyperscale environment is inefficient



Focusing on a real problem...

Latency stall – A single I/O event taking more than the expected time to complete



Firmware or 
ASIC bugs

1 Read/Write/Trim > 1 second

Latency Stalls in SSD

Hard to 
detect

Extremely difficult 
and long debug

Significant impact 
to services



Odds per Day

Greater than 1 second - I/O stalls per day
40 distinct SSD stalls in a thousand devices

Equivalent Odds 

Los Angeles Rams winning Superbowl

(2021 Playoff odds by FiveThirtyEight)



A single I/O stall can lead to multiple application requests stalled

High Level Storage Architecture



Latency Stalls – Fleet Data

• Probability of latency stalls calculated over fleet over a 
week. Looks familiar?

• Let's consider an SSD doing 1000 IOPS of 4K. Moderate?



Latency Stalls

Read Latency 
(Upper Bound)

IO Percentile Percent of 
Reads

in this band

Number of 
Reads in a
SECOND

1ms 52.40 52.40 524

10ms 98.70 46.30 463

100ms 99.99 1.29 13

1s 99.999999 0.006 0

10s 99.9999999 8.07e-07 0

> 10s 100 1.008e-07 0



Latency Stalls

Read Latency 
(Upper Bound)

IO Percentile Percent of 
Reads

in this band

Number of 
Reads in a
MINUTE

1ms 52.40 52.40 31,440

10ms 98.70 46.30 27,782

100ms 99.99 1.29 774

1s 99.999999 0.006 4

10s 99.9999999 8.07e-07 0

> 10s 100 1.008e-07 0

Access time of first
commercial HDD: 1956



Latency Stalls
Read Latency 

(Upper Bound)
IO Percentile Percent of 

Reads
in this band

Number of 
Reads in 3 

DAYS

1ms 52.40 52.40 135,818,259

10ms 98.70 46.30 120,020,237

100ms 99.99 1.29 3,345,464

1s 99.999999 0.006 16,035

10s 99.9999999 8.07e-07 2

> 10s 100 1.008e-07 0

Access time of first
commercial HDD: 1956

Usain Bolt 100m sprint
record



Efficient Debugging – Latency Monitoring Log



Debug
Workflow
@ Scale
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LM LogApp metrics
SMART 

counters
Kernel stats

Workload
characteristics

Anomaly 
detection / ML

RemediationAlertingMonitoring



Observability throughout the I/O lifecycle



• At scale debug is extremely challenging due to inefficient design of debug logs

for use at hyperscale environment

• Let’s converge on debug-ability initiatives

• BPF scripts for triage

• Latency Monitoring Spec - Link

• NVMe-CLI/ plugins / OCP - Link

• Meta welcomes Industry Partner’s ideas on how to improve debug @ Scale

Summary

Together we can make debugging SSDs better!

https://www.opencompute.org/documents/datacenter-nvme-ssd-specification-v2-0r21-pdf
https://github.com/linux-nvme/nvme-cli



