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The POSIX File System API

mkdir("/mydirectory", S_IRWXU);

int fd = creat("/mydirectory/myfile", S_IRWXU);

write(fd, buffer, count);

close(fd);

The operating system must manage a file descriptor for 
every file being accessed by every process.
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The S3 API

PUT /mybucket HTTP/1.1
Host: s3.amazonaws.com

<?xml version="1.0" encoding="UTF-8"?>
<CreateBucketConfiguration>

<LocationConstraint>us-west-1</LocationConstraint>
</CreateBucketConfiguration>

PUT /mybucket/mykey HTTP/1.1
Host: s3.amazonaws.com

Body

The only state is in the buckets and objects in storage.
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Cloud Object Semantics
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How Does S3 Work?
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Amazon isn’t telling
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We’re not Amazon
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Gross Revenue 
Retention

91%Why We Built Backblaze Storage Cloud

We wanted to use 
Amazon Storage but it 
was too expensive
1 Petabyte = 1 million GBytes

Raw Drives $81,000

$117,000

$826,000

$1,000,000

$1,714,000

$2,806,000

$2,860,000

Cost of a Petabyte
(September 2009)
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Gross Revenue 
Retention

91%Scale: Step 1 - Put Drives Online
Connect hard drives to the internet as cheaply as possible.

Backblaze Storage Pod
1 server, 60 drives

This is a pod.
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What’s in a Pod?

 Custom Web Application
 Apache Tomcat
 Debian
 EXT4 File System

 60 x 16 TB drives = 960 TB

 HTTPS - Internet accessible
 No iSCSI/NFS/SQL/Fibre Channel
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Build Your Own Pod!

60 x Seagate 16 TB drives $17399.40 (retail)

Case, mobo, PSU etc $3464.67

Total $20864.07

Cost/GB $0.022
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Gross Revenue 
Retention

91%Scale: Step 2 - Backblaze Vaults
Group 20 pods into a “Backblaze Vault” with software.
Vaults are software.

1 Pod

Backblaze Vault - 20 pods

Backblaze Storage Pod - 1 server, 60 drives
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Distributing Data Across 20 Storage Pods
 Vault = 20 Storage Pods
 Tome = 20 drives, each in the same 

position in each Storage Pod

 Each file is split into 20 shards with Reed-
Solomon Erasure Coding
 17 data + 3 parity (< 16 TB drives)
 16 data + 4 parity (≥ 16 TB drives)

 Shards are written across a single tome

 99.999999999% data durability (11 nines)
 960 TB/pod 

x 16 data pods/vault
= 15.36 PB/vault
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Reed-Solomon Erasure Coding



17 | ©2022 Backblaze, Inc. All Rights Reserved. 

Gross Revenue 
Retention

91%Scale: Step 3 - Backblaze Clusters
Now group the vaults into a “Backblaze Cluster” with software.
Clusters are software.

x 100 vaults = 1 cluster 

1 Pod

Scalable
Backblaze Cluster 100 vaults

2,000 pods
120,000 hard drives

Backblaze Vault - 20 pods

Backblaze Storage Pod - 1 server, 60 drives
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A Cluster is an ‘Instance’ of Backblaze

 One or two clusters per data center
 Cluster-wide services

 API - Apache Tomcat
 Metadata - Apache Cassandra
 Secrets - Hashicorp Vault
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About those APIs
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 Implements the 38 most commonly used operations from the 97 in the Amazon S3 API

 Works with the AWS CLI, all of the S3 SDKs, most off-the-shelf S3 client apps

 Just use Backblaze application key & id and set ‘endpoint URL’ to the value for your 
bucket, e.g. https://s3.us-west-001.backblazeb2.com

 Client must sign every API call

curl -H 'Authorization: AWS4-HMAC-SHA256 \
Credential=AKIAIOSFODNN7EXAMPLE/20130524/us-east-1/s3/aws4_request,\
SignedHeaders=host;x-amz-date,\
Signature=f0e8bdb87c964420e857bd35b5d6ed310bd44f0170aba48dd91039c6036bdb41' \

-H 'x-amz-date: 20130524T000000Z’ \
https://s3.amazonaws.com/

S3 Compatible API
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B2 Native API

 Simple RESTful API

 Client exchanges credentials for an authorization token and API URL
curl -u "<application key id>:<application key>" \

https://api.backblazeb2.com/b2api/v2/b2_authorize_account
{..."authorizationToken": "<auth token value>",

"apiUrl": "https://api123.backblazeb2.com",...}

 Client includes authorization token value in the Authorization HTTP header in 
subsequent calls to the API URL
curl \

-H "Authorization: <auth token value>" \
-d '{"accountId":  "<account id>"}' \
https://api123.backblazeb2.com/b2api/v2/b2_list_buckets
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B2 Native API - Uploading Files

 Two-step process:

1. Client requests an upload URL
curl -H 'Authorization: <auth token value>' \

-d '{"bucketId": "<bucket id>"}' \
https://api.backblazeb2.com/b2api/v2/b2_get_upload_url

{..."uploadUrl" : "https://pod-000-1005-
03.backblaze.com/b2api/v2/b2_upload_file?cvt=c001_v0001005_t0027
&bucket=4a48fe8875c6214145260818",

"authorizationToken" : "<upload auth token value>",...}
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B2 Native API - Uploading Files

 Client POSTs data to that URL

curl -H "Authorization: <upload auth token value>" \
-H "X-Bz-File-Name: <file name>" \
-H "Content-Type: <content type>" \
-H "X-Bz-Content-Sha1: <sha1 of file>" \
--data-binary "@<path to local file>" \

https://pod-000-1005-03.backblaze.com/b2api/b2_upload_file…

Every pod is accessible from the Internet!
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Scale: Step 4 - Geographic Regions
The only layer exposed to customers is the geographic region.

Geographic Region - Multiple Clusters
Regions

Backblaze Cluster 100 vaults

2,000 pods

120,000 hard drives

Backblaze Vault - 20 pods

Backblaze Storage Pod - 1 server, 60 drives
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Currently Two Regions

US West: 4 Clusters
 Sacramento, CA
 Phoenix, AZ

Europe: 1 Cluster
 Amsterdam, Netherlands

Phoenix, AZ Downtown by Melikamp at Wikimedia Commons, used under CC BY-SA 3.0

https://creativecommons.org/licenses/by-sa/3.0/deed.en
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Cloud Replication

 Use cases:
 Protecting data for security, compliance, 

and continuity purposes.
 Bringing data closer to distant teams or 

customers for faster access.
 Providing version protection for testing 

and staging in deployment 
environments.

 Configure replication rules via UI or API
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Get Started Today with 10 GB Free of Charge
No credit card necessary; no salesperson will call

backblaze.com/b2



28 | ©2022 Storage Developer Conference ©. All Rights Reserved.

Questions?
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A             Event

Thank You!
Pat Patterson
Chief Technical Evangelist, Backblaze
@metadaddy / pat@backblaze.com
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Please take a moment to rate this session. 
Your feedback is important to us. 


	More Than Just a Bucket of Bits 
	Slide Number 2
	Slide Number 3
	The POSIX File System API
	The S3 API
	Cloud Object Semantics
	How Does S3 Work?
	Amazon isn’t telling
	We’re not Amazon
	Why We Built Backblaze Storage Cloud
	Scale: Step 1 - Put Drives Online
Connect hard drives to the internet as cheaply as possible.
	What’s in a Pod?
	Build Your Own Pod!
	Scale: Step 2 - Backblaze Vaults
Group 20 pods into a “Backblaze Vault” with software.
Vaults are software.
	Distributing Data Across 20 Storage Pods
	Reed-Solomon Erasure Coding
	Scale: Step 3 - Backblaze Clusters
Now group the vaults into a “Backblaze Cluster” with software.
Clusters are software.
	A Cluster is an ‘Instance’ of Backblaze
	About those APIs
	S3 Compatible API
	B2 Native API
	B2 Native API - Uploading Files
	B2 Native API - Uploading Files
	Scale: Step 4 - Geographic Regions
The only layer exposed to customers is the geographic region.

	Currently Two Regions
	Cloud Replication
	Get Started Today with 10 GB Free of Charge�No credit card necessary; no salesperson will call
	Questions?
	Thank You!
	Please take a moment to rate this session. 

