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Why Parallel NFS is Relevant Now More Than Ever

The Current Reality:

® Data orchestration is an absolute requirement across silos, sites, & clouds.
" High-performance requirements have gone mainstream.
" The world is moving to software-defined on commodity infrastructure.

® Linux is ubiquitous > enables a sophisticated, standards-based, open-source client to come built-
in (not third-party).
Therefore:

" NFS 4.2 solves these problems.

® File access that bridges storage silos, sites & clouds.
® Parallel file system with no need to install third-party client & management tools.
® Avoids need to rewrite apps to use object storage.
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Unstructured Data Orchestration System in Action
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Direct Attached Storage
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Direct Attached Storage - NVMe
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Direct Attached Storage — NVMe and GPU C
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Benefits

Lower latency
Lower power consumption
Lower operational (and capital) costs
Lower write amplification
Higher density without sacrifice of potential performance
Higher access density
Better inherent reliability, availability and serviceability
Much wider dynamic range of scale

Scale up (hyperscale)

Scale down (SOHO, maybe on USB-C)
Enables Computational Storage

Compression, deduplication, encryption, erasure / error

coding, copy / clone, filter, search, join, map reduce, etc.
can be offloaded to the SSD now that it understands file
layout
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Why Now

Al/ML workloads demanding efficient performance
Data governance / cloud computing needs orchestration
Flash performance can easily saturate PCle/Ethernet
E1.S and other form factors (density and power)
64-bit processor IP availability

Processor performance density

IPv6, RoCE

Embedded Linux with

High performance, lightweight filesystems (XFS)
High performance, lightweight NFS server (KNFSd)
Standardized Parallel NFS 4.2 Flexible Files

File offset to
flash address
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Questions?




Please take a moment to rate this session.

Your feedback is important to us.
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